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Abstract
Facial emotion is an important cue for deciding whether an individual is potentially helpful or harmful. However, facial 
expressions are inherently ambiguous and observers typically employ other cues to categorize emotion expressed on the 
face, such as race, sex, and context. Here, we explored the effect of increasing or reducing different types of uncertainty 
associated with a facial expression that is to be categorized. On each trial, observers responded according to the emotion 
and location of a peripherally presented face stimulus and were provided with either: (1) no information about the upcom-
ing face; (2) its location; (3) its expressed emotion; or (4) both its location and emotion. While cueing emotion or location 
resulted in faster response times than cueing unpredictive information, cueing face emotion alone resulted in faster responses 
than cueing face location alone. Moreover, cueing both stimulus location and emotion resulted in a superadditive reduction 
of response times compared with cueing location or emotion alone, suggesting that feature-based attention to emotion and 
spatially selective attention interact to facilitate perception of face stimuli. While categorization of facial expressions was 
significantly affected by stable identity cues (sex and race) in the face, we found that these interactions were eliminated when 
uncertainty about facial expression, but not spatial uncertainty about stimulus location, was reduced by predictive cueing. 
This demonstrates that feature-based attention to facial expression greatly attenuates the need to rely on stable identity cues 
to interpret facial emotion.
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Introduction

Efficient categorization of other humans as potentially hos-
tile or friendly is highly adaptive in selecting an appropri-
ate response, such as avoiding harm or seeking help. Facial 

expressions are one of most important ways of visually 
identifying another person’s intentions and emotional state. 
Because facial expressions are inherently ambiguous (Hassin 
et al. 2013), being able to anticipate the spatial location or 
emotional expression of the face to be perceived should confer 
advantages in responding. For example, being able to predict 
the location of the face to assess hostile intent allows one to 
concentrate attentional resources and direct the gaze to a par-
ticular region of the visual field, which can confer response 
speed advantages, at least with simple stimuli (Kveraga et al. 
2002), by reducing stimulus–response (S–R) uncertainty. Simi-
larly, having advance information about the emotion expressed 
on a face should reduce the number of S–R alternatives and 
make the perceptual processing and response preparation 
easier. Reduction of stimulus–response (S–R) uncertainty by 
manipulating the number of S–R alternatives has been known 
to reduce manual response latencies as a  log2 function of the 
number of S–R alternatives since the 1950s, and became 
known as “Hick’s law” (Hick 1952). However, Hick’s law is 
violated with certain highly overlearned responses and simple, 
spatially c-oregistered S–R mappings, (e.g. refixation saccades 
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to light dots (Kveraga et al. 2002; Kveraga and Hughes 2005; 
Lawrence 2010; Kloft et al. 2012) and slow pursuit eye move-
ments to moving dots (Berryhill et al. 2004), in that decreasing 
S–R uncertainty does not further reduce response latencies.

Given that we employed manual key-press responses 
with and without Spatial cueing in the present study, we 
expected that reduction of spatial uncertainty in the Spa-
tial cueing condition would reduce response latencies, as 
has been found with simple stimuli (Hick 1952; Kveraga 
et al. 2002; Kloft et al. 2012). In the present study, our goal 
was to systematically vary the amount of S–R uncertainty 
in responding to happy and angry faces to test how differ-
ent types of predictive information (spatial or feature based) 
affect response efficiency as measured by response time (RT) 
and accuracy. We manipulated the amount of uncertainty 
about the upcoming stimulus with pre-stimulus cues that 
(1) were uninformative about the spatial location or emo-
tion of the face (uncued trials); (2) predicted which side of 
the display the face was about to appear (side cue trials); (3) 
predicted the facial expression on, but not the location of, 
the face stimulus (emotion cue trials); (4) or predicted both 
the facial expression and spatial location of the stimulus 
face (side and emotion cue trials; see Fig. 1). Because in the 
uncued condition there are four possibilities of potential face 
location (left or right) and emotion (happy or angry), the 
S–R uncertainty is 2 bits according to Shannon’s information 
theory (Shannon 1948). With spatial only or emotion only 
cueing, the S–R uncertainty is 1 bit in either condition, and 
in the Spatial and Emotion cueing condition, it is nominally1 

0 bits. Hick’s law would predict the same reduction of laten-
cies for the emotion cueing condition as for the spatial cue-
ing condition, and a reduction for the combined spatial and 
emotion cueing. Therefore, one hypothesis that we tested 
here in this study was that a 1-bit reduction in S–R uncer-
tainty would be expected to result in a similar reduction of 
response latencies for spatial and emotion cueing.

Another hypothesis that we tested in this study based on 
prior research was that the visual hemifield in which the 
stimulus was presented should differentially affect response 
latencies to positive and negative stimuli (faster responses 
to happy faces in the right hemifield and angry faces in the 
left hemifield). Specifically, we expected that cueing would 
interact with the side of presentation and other stimulus 
characteristics (the reasons for this prediction are discussed 
below). A large body of research [reviewed in Rogers et al. 
(2013)] in both humans and many other species shows sub-
stantial visual field asymmetries in responding to emotion-
ally positive and negative stimuli. For example, many spe-
cies are more reactive to negative stimuli (e.g. predators) 
appearing on the left, and positive stimuli appearing on the 
right (processed initially by the right and left hemispheres, 
respectively). Aggression is mainly controlled by the right 
hemisphere and thus tends to be directed more to one’s left 
side, whereas the left hemisphere seems more engaged in 
precise discrimination and categorization of stimuli (Rog-
ers et al. 2013, pp 13–15). It also has been proposed that the 
right hemisphere is more involved in responding to novel 
stimuli, and the left hemisphere to familiar stimuli (Mac-
Neilage et al. 2009). The right hemisphere is thought to 
be superior at processing negative emotion, whereas a left 
hemisphere advantage has been reported for faces display-
ing positive emotion (Davidson 1992, 1995; Davidson and 

Fig. 1  Trial procedure. A fixation cross at the start of a trial was fol-
lowed by a cue which was either uninformative (uncued condition), 
indicated the side of the screen on which the stimulus was about to 
appear (side cue condition), indicated the emotion displayed by the 
upcoming stimulus face (emotion cue condition), or both (side and 

emotion cue condition shown in the figure). Participants could make 
a key-press response at any time after the stimulus onset or during the 
blank screen that followed the stimulus presentation, following which 
feedback was given whether the response was correct, incorrect, or 
late

1 Because 4.3% of trials were ‘catch’ trials to make sure subjects 
evaluated each stimulus before responding, the probability of e.g. 
happy face appearing on the left as cued was less than 1, the S-R 
uncertainty in this case is slightly higher than 0 bits.
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Irwin 1999; Silberman and Weingartner 1986). This was 
thought to explain faster and more accurate responses to 
negative stimuli presented on the left side, and to more accu-
rate responses to positive stimuli presented on the right side 
(Jansari et al. 2000; Onal-Hartmann et al. 2012). Our recent 
studies using emotional faces likewise show visual hemi-
field asymmetries in comparing the valence of facial crowds, 
with higher accuracy in making task-congruent decisions 
(avoidance of angry vs. neutral crowd; approach of happy 
vs. neutral crowd) when presented on the left, and higher 
accuracy for implicit decisions (avoiding neutral vs. happy 
crowd; approaching neutral vs. angry crowd) with stimuli 
presented on the right (Im et al. 2017a). Thus, to test our 
second hypothesis, we presented faces in the left and right 
visual periphery in this study.

The third hypothesis had to do with interactions between 
changeable and stable facial cues and the effects of predic-
tive cues on these interactions. The human face provides 
a wealth of information signaling the intent and ability to 
cause harm or offer help via a combination of dynamic (e.g. 
facial expression, eye gaze) and more stable (e.g. sex, race, 
maturity) cues. These dynamic and static cues combine to 
provide a shared signal (Adams and Kleck 2003; Adams 
and Kveraga 2015; Adams et al. 2017), whose value is 
amplified when the cues are congruent and reduced when 
they are not. Identity cues can have a substantial influence 
in guiding our reactions to emotional face stimuli that we 
encounter. For example, an angry facial expression is more 
effective when conveyed by males rather than females, and 
is amplified by other cues of facial maturity and masculinity 
(Zebrowitz 1997). During tasks that involve the recognition 
of emotion in face stimuli, participants perceive more inten-
sity and respond faster to happy females compared to angry 
females, and faster to angry males compared to happy males 
(e.g. Becker et al. 2007; Hess et al. 2004; see also Adams 
et al. 2015 for review). This effect coincides with the eco-
logical perspective that angry faces are more often male, as 
males are more likely to engage in violent behavior (Trivers 
1985), whereas happy faces are more often female because 
females are more likely than males to offer social support 
(Taylor et al. 2000). It has thereby been suggested that it is 
more adaptive for human beings to prioritize processing and 
quickly respond to women who can be of aid, and to men 
who intend to cause harm (Tay 2015).

Along with effects driven by sex-linked face cues, such as 
masculinity, the characteristics of race and gender are inter-
twined with masculinity and thus guide our processing of face 
stimuli. Categorizing the sex of a face is facilitated when the 
phenotypes and stereotypes associated with the race of the 
face match its sex (e.g. Johnson et al. 2012). For instance, 
black males are responded to quickly because black faces are 
perceived as more masculine and thus more threatening than 
white faces (Goff et al. 2008). A similar effect is found when 

participants are asked to categorize the race of the face, as 
responses to black male faces are facilitated (Carpinella et al. 
2015). This interaction between race and gender also extends 
to the processing of emotional face stimuli, with participants 
often classifying black male faces as threatening (Cottrell and 
Neuberg 2005; Maner et al. 2005). In tasks that require the cat-
egorization of the emotion displayed by a face, white partici-
pants respond faster to happy white faces compared to angry 
white faces, and faster to angry black faces compared to happy 
black faces (e.g. Hugenberg 2005). Hugenberg (2005) sug-
gests that this effect is likely driven by evaluative fluency and 
dysfluency, in that responses will be facilitated when race and 
expression match in evaluative context (i.e. black with nega-
tivity, white with positivity) but hindered when they do not.

Taken together, these studies present evidence that sta-
ble face cues, such as sex and race, influence our decisions 
about faces that we encounter, and interact with expressive 
cues, such as facial expression and eye gaze. This interaction 
results in faster response when the stable and changeable 
cues are congruent, and slows it down when they are not. In 
the current study, we expected that in the uncued condition, 
where the uncertainty about the face stimulus about to be 
presented is highest, our results would be similar to those 
previous studies that have found interactions of stable iden-
tity cues with expressive cues, reporting faster responses to 
happy females, angry males, happy white, angry black, and 
black male faces (e.g. Cottrell and Neuberg 2005; Hugenberg 
2005; Becker et al. 2007; Trawalter et al. 2008). Another 
study by Becker et al. (2011) found that despite being explic-
itly instructed not to rely on identity (ethnicity and sex) cues, 
which were non-predictive for their task, subjects nonethe-
less could not ignore identity cues in making friend/enemy 
decisions and showed significant biases. However, reducing 
uncertainty by cueing the emotional valence or spatial loca-
tion of the upcoming face stimulus may decrease reliance on 
the contextual facilitation provided by facial identity cues. 
Thus, the third hypothesis we tested in this study is whether 
Emotion vs. Spatial cueing would reduce or even eliminate 
the influence of stable identity cues in the face stimuli.

Methods

Participants

Forty-four participants were recruited from the participant 
pool at the Pennsylvania State University and participated in 
exchange for course credit (mean age: 18.77, SD = 1.12, 22 
females, 44 right-handed). Each participant had normal or 
corrected-to-normal vision and provided informed consent. 
No participants were excluded from the study. All materials 
and procedures were approved by the Institutional Review 
Board at the Pennsylvania State University.
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Apparatus and stimuli

The stimulus set comprised face images of 64 different 
identities randomly selected for use from The Chicago Face 
Database (Ma et al. 2015). Of the 64 identities, 25% were 
Caucasian males, 25% were Caucasian females, 25% were 
African American males, and 25% were African American 
females. For each model, two images were included in the 
stimulus set: one with the model wearing a happy facial 
expression and the other with an angry facial expression. 
This resulted in a final stimulus set comprising 128 unique 
images.

The face images each measured 9.71° × 13.68° at a view-
ing distance of 50 cm. Stimuli were presented on a gray 
background. All stimulus presentation and behavioral 
response collection for this experiment were controlled 
using PsychoPy software (Peirce 2007) running on a com-
puter with an LCD monitor (resolution: 1440 × 900 pixels).

Procedure

The experiment consisted of eight equal blocks of 117 tri-
als each (936 total), during which participants were asked 
to identify the location and emotion of a face stimulus 
following a cue. Each trial began with the presentation 
of a fixation cross for 200–400 ms (jittered), which the 
participants were instructed to fixate at the beginning of 
each trial. A cue display presented for 1000 ms consisting 
of a centrally presented arrow (1.14° ×  3.45°) and a text 
label below the arrow notified participants of the location 
and emotion of the upcoming face stimulus, only the loca-
tion, only the emotion, or neither (Uncued trials, in which 
the cues were uninformative; see Fig. 1). The cue arrow 
pointed left or right to cue the stimulus location, or pointed 
up to indicate location uncertainty. To cue the emotion 
displayed on the stimulus, the cue arrow was either cyan 
(RGB: 52, 202, 203) or purple (RGB: 169, 48, 209) in 
colour, with colour assignment indicating whether a happy 
or an angry face was about to be shown, counterbalanced 
across participants. On trials where facial emotion was not 
cued, the cue arrow colour was black. Cue text above the 
cue arrow aided in cueing emotion by displaying “happy 
emotion”, “angry emotion”, or “either emotion” while cue 
text below the arrow aided in cueing side by displaying: 
“left side”, “right side”, or “either side”. The colour of all 
cue text matched that of the cue arrow. To discourage par-
ticipants from responding to the cue onset rather than the 
face stimulus, on 4.3% of trials the cue was not predictive 
(i.e. they were catch trials). This manipulation was suc-
cessful, as only about one-half of a percentage (0.49%) of 
responses were clearly anticipatory.

An exponential function was sampled to produce a jit-
ter of 0–500 ms (0 ms = no blank screen) between the cue 

display and the face stimulus onset. This was done to dis-
courage subjects from attempting to time the face stimulus 
onset (see Luce 1986, pp 75–79 for a discussion of this). 
The face stimulus was then presented for 250 ms on the 
left or right side of the screen (distance from fixation to 
center of face stimulus: 10.84°). The stimulus duration 
was selected to be sufficiently long to provide conscious 
perception of the stimulus, but short enough to minimize 
exploration of the stimulus via multiple saccades, as the 
mean latency of the initial saccade even to simple bright 
stimuli is in the order of ~ 200–250 ms (Kveraga et al. 
2002; Kveraga and Hughes 2005). Participants were asked 
to respond to the face stimulus as quickly and accurately as 
possible using the assigned keys on a standard keyboard. 
For images presented on the left side of the screen, partici-
pants used their left hand to press the ‘s’ key in response 
to happy faces and the ‘d’ key in response to angry faces, 
counterbalanced across participants. For images presented 
on the right side of the screen, participants used their right 
hand to press the ‘k’ key in response to angry faces and the 
‘l’ key in response to happy faces, counterbalanced across 
participants. Following the face stimulus a blank screen 
was presented for 1.6 s during which participants could 
still make a response. The centrally presented fixation 
cross then reappeared for 150 ms along with feedback text 
presented above fixation that alerted the participants that 
they were “correct” or “incorrect” on the trial. If response 
time on a trial was longer than 1 s from face onset or if 
participants responded to a stimulus with multiple keys, 
then their feedback was replaced with “Late Response” or 
“Multiple Responses”, respectively.

Before commencing the experiment proper, participants 
performed 39–103 practice trials. The practice trials fol-
lowed the same procedure as the experimental trials with a 
few minor changes. The first 12 practice trials were slowed, 
as the cue display was presented for 2.0 s and the face stim-
ulus was presented for 0.5 s so that the participant could 
become accustomed to the task. The remaining practice tri-
als used the same timing as the experimental trials. There 
were no catch trials in the practice block, so cues were 100% 
predictive. The blank screen between the cue display and the 
presentation of the face stimulus was 0–200 ms (jittered). 
Following the first 30 practice trials, participants’ accuracy 
was recorded and when they achieved a span of nine out 
of ten trials correct, they were allowed to move on to the 
experimental trials.

Results

All response time data reported here were calculated by 
first removing all response times shorter than 100 ms, as 
even the fastest non-anticipatory manual responses are 
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highly unlikely to be shorter than that (see Luce 1986, 
pp 58–65) and longer than 1500 ms. This resulted in the 
removal of 0.8% of responses. 4.3% of the total trials that 
were ‘catch’ trials were also removed from the analysis. 
Overall, participants achieved an accuracy of 86.26% (SD 
8.7). Only correct trials were included in subsequent anal-
yses of response times.

We analyzed the RT results using repeated-measures 
ANOVA, with the following within-subjects factors: cue 
type, with four levels: uncued, cued side, cued emotion, 
cued side and emotion; emotion of stimulus face, with 
two levels: happy, angry; side of stimulus face presenta-
tion, with two levels: left, right; race of stimulus face, 
with two levels: black, white; gender of stimulus face, 
with two levels: male, female. The main effect of cue type 
was significant (F3,129 = 92.93, p < 0.0000), as side and/or 
emotion cueing resulted in faster RTs than in the uncued 
condition [uncued: 636 (SD 60) ms, side: 604 (SD 62) 
ms, emotion: 571 (SD 71) ms, side and emotion: 507 (SD 
81) ms]. Post hoc contrasts cueing that Uncued responses 
were significantly longer than side-cued responses (636 vs. 
604 ms, t43 = 10.3, p < 0.00001), which were longer than 
emotion-cued responses (571 ms, t43 = 4.4, p < 0.00006). 
In turn, side and emotion cueing resulted in faster 
responses (507 ms) than only emotion-cued (t43 = 10.2, 
p < 0.00001), only side-cued (t43 = 9.1, p < 0.00001), or 
uncued (t43 = 11.7, p < 0.00001) responses.

The main effect of emotion (F1,43 = 8.22, p < 0.0064) 
was significant, with happy faces eliciting shorter RT than 
angry faces [574 (SD 101) vs. 585 (SD 95) ms]. The main 
effect of side was also significant (F1,43 = 9.73, p < 0.0032), 
with stimuli presented on the right responded to more 
quickly than those on the left [586 (SD 97) vs. 573 (SD 
99) ms]. Neither of these main effects can be explained by 
an accuracy difference as participants’ accuracy did not 
differ between happy (M = 85.99%, SD 9.0) and angry tri-
als (M = 86.53%, SD 9.1), t43 = 0.74, p = 0.465, or between 
left (M = 86.53%, SD 8.8) and right visual hemifield tri-
als (M = 85.99%, SD 9.0), t43 = 0.86, p = 0.393. The main 
effect of face race was significant (F1,43=5.18, p < 0.0285), 
with black faces eliciting shorter RTs overall than white 
faces [572 (SD 99) vs. 582 (SD 100) ms], but the face 
gender main effect was not (p > 0.64).

The five-way cue type × emotion × side × race × gender 
was significant, F3,129 = 3.17, p < 0.0265, indicating that 
race and gender cues interacted with stimulus emotion and 
side differently depending on the cueing condition. Also 
significant were emotion × race (F1,43 = 18.76, p < 0.0001) 
and cue type × race × gender (F3,129 = 5.95, p < 0.0008) 
interactions. Other interactions did not reach significance.

We then focused on emotion × race interactions by cue 
type. In the uncued condition, the emotion x race interac-
tion was significant (F1,43 = 16.24, p < 0.0002), but became 

weaker with side cueing (F1,43 = 4.45, p < 0.041), and non-
significant with emotion (p > 0.08) and side and emotion 
cueing (p > 0.54). Similarly, emotion × gender interac-
tion was significant in the uncued condition (F1,43 = 4.14, 
p < 0.045) and became non-significant with side (p > 0.14), 
emotion (p > 0.48), and side and emotion (p > 0.67) cueing. 
These results confirm that cueing, particularly emotion cue-
ing, reduces or eliminates the influence of race and gen-
der identity cues (see further description of these results in 
Fig. 2).

General discussion

In this study we investigated how responses to affective stim-
uli, happy and angry faces, differ depending on the amount 
of spatial and feature-based uncertainty associated with the 
stimulus prior to its presentation. Additionally, we examined 
how the visual hemifield in which faces are presented, and 
identity cues indicative of the race and sex of the face, inter-
act with responding under varying uncertainty conditions. 
Observers were asked to identify the facial expression of 
peripherally presented face stimuli, which were preceded by 
a cue that either indicated the location of each face, emotion 
expressed on the face, both location and emotion, or was 
uninformative. We obtained the following findings: (1) as 
expected, response times were slowest, and accuracy was 
lowest, in the uninformative cueing (Uncued) condition in 
which S–R uncertainty was highest. Spatial (side) cueing 
reduced RTs less than Emotion cueing, and combined side 
and emotion cueing reduced RTs in superadditive fashion, 
relative to spatial or emotion cueing alone. (2) The visual 
hemifield of stimulus presentation had a significant effect on 
RTs, with faces cued and presented in the right visual hemi-
field producing faster responses overall than those presented 
in the left hemifield. (3) Happy faces were categorized faster 
than angry faces overall, and stimulus emotion interacted 
with stable identity cues (race and gender) dependent on 
the cueing condition, such that the uncued condition and in 
some cases with side cueing there were expressive–identity 
cue interactions, but when emotion was cued (with or with-
out side cueing), the interactions were eliminated.

The effects of S–R uncertainty

Stimulus–response uncertainty is known to increase manual 
RTs as a  log2 function of S–R alternatives (Hick 1952) and 
these results are generally in line with tasks requiring vari-
ous types of manual responses in which uncertainty increase 
RTs either as a  log2 function (e.g. manual key presses, Kver-
aga et al. 2002), step function (joystick responses, Berryhill 
et al. 2005) or a quadratic function (visual pointing, Kveraga 
et al. 2006). However, in those studies, only the number 
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of stimulus locations was varied. Uncertainty about facial 
expressions to be categorized seems to be much less straight-
forward than location uncertainty, as facial expressions differ 
in their salience, valence, perceptual discriminability, and 
frequency of exposure [see Calvo and Nummenmaa (2016), 
for a review]. In other words, cueing participants to facial 
expressions that are easier (happy) or harder (e.g. angry) to 
categorize is qualitatively different from providing infor-
mation about whether the stimulus will appear in the left 
or right visual hemifield. While spatial cueing presumably 
increased selective attention to the probable location of the 
face stimulus and motor readiness in the corresponding 
hand, Emotion cueing may have heightened feature-based 
attention to a particular facial expression in a spatially non-
specific manner, based on an internal model of that expres-
sion, and increased motor readiness to the digits of both 
hands corresponding to the response to that emotion. With 
that in mind, our results suggest that: (1) reduction of facial 
expression uncertainty has a significantly greater benefit 
than reducing location uncertainty; and (2) participants can 
rapidly combine various forms of predictive cueing (i.e. 

spatial, emotion) to increase response speed in a superaddi-
tive fashion.

As the task was designed with four potential responses 
to identify the location in which the stimulus face was pre-
sented and the emotion it expressed, in the Uncued condition 
S–R uncertainty was 2 bits (i.e. 4 alternatives, with 2 pos-
sible locations and 2 expressions), in the Spatial cue or Emo-
tion cue conditions it was 1 bit (either emotion or the loca-
tion had 2 possibilities), and in the joint spatial and emotion 
cueing condition the uncertainty was nominally zero.2 While 
cueing participants to only the location or only the emotion 
expressed by the upcoming stimulus face nominally reduced 
the uncertainty about the stimulus by the same amount 
of information (1 bit), cueing facially expressed emotion 
speeded up response times significantly more than cueing 
spatial location. This suggests that reducing uncertainty 

Fig. 2  Response time means. a The overall effect of cue type is 
shown. b–e The shade of the line plots corresponds to the shade of 
the bars in the bar plot, with responses in the uncued, side, emotion, 
and side and emotion cue conditions going from the lightest to the 
darkest shade and denoted by dotted, dashed, dot-dashed, and solid 
lines, respectively. Symbols in yellow are responses to happy faces 
and those in red to angry faces. b Emotion × side shows the main 
effect of presentation side, and the interactions in the uncued and 
side cue conditions, which disappears with emotion cueing. c Emo-
tion × gender, likewise shows interactions between male and female 
faces and expressed emotion in the uncued and side cue conditions 

(lighter dotted and dashed lines) which are eliminated in the emotion 
and side and emotion cueing conditions (darker dot-dash and solid 
lines). Similar effects can be observed in d, emotion × race. e Emo-
tion × race × gender, in the uncued and side cue conditions, angry 
black male faces (star–diamond symbols) are categorized faster than 
happy black male faces, while happy and angry white female faces 
(dot–square symbols) show the opposite pattern. However, the effects 
for black male faces are reversed, and those for white females are 
attenuated with emotion or emotion and side cueing, shown in the 
lower plots

2 Observers still had to verify the stimulus matched the cue, as a 
small percentage (4.3%) of trials were catch trials to minimize guess-
ing.
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about facially expressed improves processing efficiency 
more than reducing location uncertainty. The trials in which 
S–R uncertainty was lowest, those in which both location 
and emotion were cued, had the fastest response times and 
highest accuracy. Notably, response times in the joint cueing 
condition were significantly faster than the additive effect of 
cueing only location and cueing only emotion, suggesting 
that the combined spatial and feature-based cueing had a 
superadditive effect on response efficiency.

When we prioritize stimuli in our environment, we not 
only amplify task-relevant and inhibit task-irrelevant stimuli 
[see Kastner and Ungerleider (2000) for review], we also 
prioritize stimuli based on affective value, which allows 
us to determine which stimuli are helpful and should be 
approached, and which are harmful and should be avoided 
(Konorski 1967; Pessoa 2008; Watson et al. 1999). Recipro-
cal links have been found between brain regions responsible 
for attentional and emotional processing (Vuilleumier et al. 
2003), suggesting an interaction between these two prior-
itization systems. Likewise, our findings suggest that when 
both emotion and location are cued, the two systems interact 
to produce response times that are much faster than the addi-
tive benefits of cueing emotion or location separately.

Rapidly detecting the emotional state of others is advanta-
geous in that it allows us to quickly determine if a stimulus 
is helpful and should be approached or harmful and should 
be avoided (Barrett and Bliss-Moreau 2009). As the brain is 
inherently a predictive organ (see O’Callaghan et al. 2017; 
Kveraga et al. 2007, 2009 for reviews), the stimuli that we 
encounter interact with the brain’s predictions to govern the 
formation of our conscious perception. In our study, predic-
tions about the location and expression of the stimulus faces 
interacted with stable identity cues (race and sex) very dif-
ferently. First, in the uncued condition we found that facial 
identity cues interacted with expressive cues, accelerating 
responses to congruent (e.g. male–angry, female–happy, 
black–angry, white–happy) cue combinations. This was in 
line with past behavioral findings which showed that facial 
identity cues, including sex and race, influence response 
times to emotional faces (Becker et al. 2007, 2011; Hugen-
berg 2005; Trawalter et al. 2008). We found these emo-
tion–sex and emotion–race interactions in uncued trials, as 
well as in trials where only the location was cued (i.e. side 
cue trials). These results support the notion that facial iden-
tity cues play a large role in the prioritization of emotional 
stimuli.

Emotional face stimuli are inherently ambiguous, as 
there can be large discrepancies in the interpretation of 
faces displaying basic expressions depending on the con-
text in which they are encountered (see Aviezer et al. 2017; 
Hassin et al. 2013 for reviews). The sex and race of a face 
are stable cues that can help in disambiguating and identi-
fying the emotion of a face when contextual factors differ 

(e.g. Trawalter et al. 2008; Carpinella et al. 2015). When 
the identity cues and emotional valence are congruent 
with learned norms (e.g. black angry male, happy white 
female), responses are made more quickly (e.g. Trawalter 
et al. 2008). However, when facial emotion was cued in our 
study, either alone or along with location, these interactions 
disappeared. Being able to predict the emotional valence of 
the face thus reduced or eliminated observers’ need to rely 
on facial identity cues to interpret the emotion portrayed 
by the face.

Our overall results showing faster responses to happy 
vs. angry face stimuli support past findings that in tasks 
requiring categorization of emotion, happy stimuli are often 
responded to faster than angry stimuli (see Nummenmaa 
and Calvo 2015 for review). While recognizing the threat 
conveyed by angry faces seems critical for survival, and as 
such could be expected to evoke faster responses than other 
facial expressions, happy faces are often recognized more 
quickly than angry faces. This recognition speed advantage 
has been argued to arise because of the perceptual “vivid-
ness” of happy expressions and their importance in quickly 
diffusing a falsely perceived threat (Billings et al. 1993; also 
see; Becker and Srinivasan 2014 and; Nummenmaa and 
Calvo 2015 for reviews). Happy facial expressions are more 
salient, more distinct both perceptually and affectively from 
other facial expressions, and are more frequently encoun-
tered (Becker and Srinivasan 2014; Calvo and Nummenmaa 
2016). Our results show that this effect is not eliminated 
when participants are able to predict the facial expression 
of the stimulus before it is presented with a high degree of 
certainty in the emotion cueing conditions. When partici-
pants are cued that the upcoming stimulus will be happy or 
angry, the uncertainty about the facial expression is greatly 
reduced. We would expect this to lead to a reduction of the 
happy vs. angry expression categorization advantage, by 
making the angry expression, the more difficult of the two, 
easier to resolve. However, this did not happen and partici-
pants were overall still significantly faster in responding to 
happy stimuli.

Our results also showed faster responses overall to stimuli 
presented in the right visual hemifield, supporting previ-
ous findings that responses to happy stimuli in the right 
visual field are responded to more quickly than those in the 
left; however, this result runs counter to other findings that 
angry stimuli are responded to more quickly when they are 
presented in the left visual field (Jansari et al. 2000; Onal-
Hartmann et al. 2012). As can be seen in Fig. 2, this effect is 
mainly driven by faster responses to happy stimuli presented 
in the right visual hemifield. Our finding of a right hemi-
field advantage for angry stimuli was much less pronounced, 
particularly in the uncued condition which is comparable 
to previous investigations of laterality. There is an ongoing 
debate regarding the lateralization of emotion processing in 
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the brain. While the right hemisphere hypothesis suggests 
that the right hemisphere processes all types of emotion (e.g. 
Borod et al. 1998), the valence-specific hypothesis suggests 
that the right hemisphere preferentially processes negative 
emotions, with positive emotions engaging the left hemi-
sphere more (e.g. Adolphs et al. 2001). Recent work sug-
gests that this lateralization may also differ between prefron-
tal and subcortical areas (e.g. Beraha et al. 2012). Other lines 
of research have suggested that while the right hemisphere 
is geared towards global processing of unexpected stimuli, 
the left hemisphere is superior at sustained attention towards 
expected stimuli and local processing, as well as categoriz-
ing stimuli according to learned categories (see Rogers et al. 
2013, pp. 131–133 for a review). This latter dichotomy may 
provide some explanation for our results, as we employed a 
highly structured categorization task in which attention was 
explicitly cued either to the location and/or to configural 
features of the face, with the goal of rapidly ascertaining 
whether the face belonged to one of two categories. Even 
in the Uncued condition, where the S–R uncertainty was 
highest, observers knew after the training session that either 
a happy or an angry face would appear on the left or right 
side of the screen. Therefore, the nature of the task may 
have favoured the left hemisphere’s processing strengths. 
Conversely, a task that features less predictable and/or global 
stimuli, such as arrays of faces varying in the strength of 
expressed emotion, or hierarchical stimuli, should reveal a 
right hemisphere processing advantage, as indeed has been 
found by us (Im et al. 2017a, b), and others (e.g. Deruelle 
and Fagot 1997).

While there has been much research investigating 
responses to emotional stimuli in our environment, this 
research typically has been done in settings where partici-
pants are uncertain of the characteristics of an upcoming 
emotional stimulus before it is presented. However, many 
of the situations in our daily lives involve the use of con-
textual cues and familiarity to predict the characteristics 
of upcoming stimuli, including race, sex, and setting. We 
have demonstrated here that the benefit of providing observ-
ers with certain predictive stimulus characteristics prior to 
stimulus presentation varies depending on whether location 
or emotion is cued, and that when both stimulus location and 
emotional expression are cued, these predictions interact to 
improve response times in a superadditive manner. This sug-
gests that feature-based attention to facial expression cues 
benefits from being spatially focused. Lastly, we have shown 
that when facial emotional expression can be anticipated, 
there is reduced reliance on sex- and race-linked identity 
cues.
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